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Abstract—We propose a novel scheduling scheme that determines the instant operation modes of multiple tasks. The tasks have probabilistic execution times and are executed on discrete operation modes providing different utilities with different energy consumptions. We first design an optimal offline scheduling scheme that stochastically maximizes the cumulative utility of the tasks under energy constraints, at the cost of heavy computational overhead. Next, the optimal offline scheme is modified to an approximate online scheduling scheme. The online scheme has little runtime overhead and yields almost the maximum utility, with an energy budget that is given at runtime. The difference between the maximum utility and the output utility of the online scheme is bounded by a controllable input value. Extensive evaluation shows that the output utility of the online scheme approaches the maximum utility in most cases, and is much higher than that of existing methods by up to 50% of the largest utility difference among available operation modes.
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I. INTRODUCTION

For battery-operated mobile devices, energy management is an issue of paramount importance. Numerous studies [1]–[5] have been conducted to reduce the operational energy consumption of devices and thereby extend the battery lifetime while satisfying the required performance. However, there has been a dearth of works accommodating performance degradation for the purpose of completing the given task. In many tasks on mobile devices, such flexibility could be of considerable value. On mobile Internet Protocol Television (IPTV) devices, for instance, completing a low-quality broadcast of live sports is usually preferable to sudden termination of a high-quality broadcast due to lack of available energy [6]. Attempting to reduce the energy consumption without performance degradation, as in the aforementioned schemes, has a more limited solution space that can lead to invaluable loss of output quality, i.e., unexpected task abortion caused by depletion of battery energy. Thus, we are motivated to develop an energy management scheme that maximizes the system performance while sustaining the battery lifetime for the specified duration.

In the considered systems, tasks choose one of the energy-aware operation modes and can change to another operation mode at any time. Each of the energy-aware operation modes provides a different utility with corresponding energy consumption. Representative platforms of energy-aware operation modes are energy-aware networking [1], [7], adaptive speed control of motors [8], [9], and CPU voltage and frequency scaling [10], [11]. When the network card, the motor, and the CPU operate with higher energy consumption, they yield superior performance, i.e., transmission of larger images, faster motor revolutions, and faster CPU processing, respectively. In this paper, these performance metrics are quantified via utility. If tasks are executed in an energy-aware operation mode with a higher utility, the battery is consumed at a faster rate and vice versa. In this setting, we investigate how to maximize the cumulative utility obtained from tasks under the constraint of sustaining the energy supply until their completion.

The completion times of most multimedia tasks such as streaming services of IPTV [6] and search and rescue of mobile robots [12] are usually not predictable. This uncertainty makes it difficult to specify the execution time of tasks and determine the optimal energy consumption rate (i.e., the energy-aware operation mode). The most conservative model for dealing with the unpredictability of the execution time is to adopt the worst-case execution time. However, this approach may result in severely inefficient utilization of resources, because the worst-case execution time is usually set to be sufficiently large to support unexpectedly long execution cases. As an alternative, our method exploits the probabilistic execution time to determine an appropriate energy-aware operation mode at each instant. The proposed method assigns higher utility higher energy operation mode to those parts of the task that are more likely to be executed.

As an application example of the proposed idea, consider a Major League Baseball game played on a mobile IPTV device. The playing times of baseball games are between 2 and 4 h in most cases, but rarely exceed four h with the worst-case time of about 8 h. Then, the estimated probability of continuing a game is 100% for 2 h, decreases beyond 2 h with time, and eventually
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falls to 0% at 8 h. Given a limited budget of battery energy, the proposed method assigns a high-resolution MPEG-4 streaming mode [2], [13] for 2 h, and gradually changes it to lower resolution modes with progressed running time. Even though the later processing parts provide lower resolution when being executed, they are rarely performed due to their low probability. This stochastic approach provides a larger accumulation of mean resolution obtained for the worst execution time than assigning a fixed median-resolution mode for the worst time.

Some previous studies [14]–[17] have considered the control mechanisms for sustaining the energy supply for a specified duration. They assigned a fixed operation mode whose total energy consumption for the specified duration is no larger than a given energy budget. However, these studies only considered the energy management of tasks with a fixed execution time, i.e., the worst-case execution time, without considering tasks with a wide range of execution times. A few studies on real-time scheduling [10], [11], [18]–[21] have considered the stochastic approach for exploiting the probability distribution of task execution times. However, these studies pursued a different goal on different environments, i.e., minimizing the energy consumption of CPU while meeting the deadlines of real-time tasks. In contrast, this paper addresses the problem of maximizing the total utility of multiple tasks while sustaining the energy supply until the worst execution time.

The contribution of this paper is twofold. The first contribution is to design an optimal scheduling scheme that theoretically solves the problem of maximizing the total mean utility of multiple tasks under energy constraints, where the tasks have probabilistic execution times and are executable on a set of discrete energy-aware operation modes. The derived optimal scheduling scheme is useful for offline processing, but impractical for online processing, due to its heavy computational overhead. Hence, as the second and main contribution, we propose an approximate online scheduling scheme that operates with little runtime overhead and yields almost the maximum utility. The approximate online scheme is implemented in a semistatic manner, where candidate solutions are prepared at compile time and one of them is selected at runtime in accordance with the given energy budget. The online scheme can adjust its output quality and runtime overhead with a controllable input value that sets a bound on the difference between the output utility and the maximum utility. Both the optimal offline scheme and the approximate online scheme guarantee that the minimum-energy supply will be sustained until the worst execution time without energy depletion.

Our extensive evaluation shows that the output utility of the online scheme approaches the maximum utility of the optimal offline scheme in most cases, and is much higher than that of the existing methods [14], [15] assigning the same operation mode for the worst execution time. In the best case, the online scheme increases the output utility of the existing methods by 50% of the largest utility difference among the available operation modes.

The rest of this paper is organized as follows. Section II provides the preliminary knowledge facilitating the understanding of the proposed method, and formulates the problem tackled in this paper. Section III describes the optimal offline scheme and Section IV describes the approximate online scheme in detail. Section V evaluates the proposed online scheme through extensive simulations. Section VI reviews the related prior work, and Section VII finally concludes this paper.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Energy-Aware Operation Mode and Battery Lifetime

Not surprisingly, empirical studies [1], [5], [14], [22] show that component devices can run on disparate operation modes and yield better performance on the operation mode consuming higher energy. The power dissipation of wireless LAN cards is linearly proportional to the size of transmitted packets [22]; the power dissipation of an Intel 802.11 PC Card is \( 1.9 \times \frac{\mu W \cdot \text{sec}}{\text{byte}} \) + 456 (\( \mu W \cdot \text{sec} \)) for point-to-point sending. The power dissipation of dynamic voltage and frequency scaling (DVFS)-enabled CPU is exponentially proportional to the clock frequency (processing speed) [10], [11]; the power dissipations of the XScale processor are 80 mW for 150 MHz, 400 mW for 600 MHz, and 1600 mW for 1000 MHz. The power consumption (energy consumption rate) of the operation modes regularly fluctuates around a fixed average.


In this paper, the aforementioned performances of component devices are associated with the notion of utility. We assume that the utility values corresponding to the operation modes of each device are inherently given. For the preference discrimination of disparate devices or tasks, weights are assigned to the utility values of their operation modes by the user or the system administrator. In addition, in order to make the model more realistic, we consider a finite set of discrete operation modes rather than infinite continuum of modes. When multiple component devices are manipulated by a task, combinations of the corresponding operation modes are handled as a set of available operation modes [27].

Several tools have been developed to allow the operating system (OS) to accurately measure the energy consumption rates for disparate operation modes, such as PowerScope [14], Advanced Power Management, Advanced Configuration and Power Interface, PCXextend 140 CardBus extender [22], and an application-level tool [28]. The lifetime prediction techniques [29], [30] enable OS to estimate the residual lifetime of a battery based on the energy consumption rate of running tasks and the available energy in the battery. To manage the residual battery lifetime for a given finite temporal horizon, OS can determine the energy consumption rate maximally allocatable to the execution of tasks [14], [15].
B. Probabilistic Execution Time

For simplicity and safety, battery-operated systems could be designed to schedule tasks according to their worst execution time, i.e., to evenly distribute available energy over the worst execution case. However, this would lead to unnecessarily low utility in the case where the execution time is shorter than the worst case. Indeed, tasks can have a wide range of execution times, due to the diversity of input data or disparate user requests about them [11], [31], [32]. On the other hand, task scheduling schemes tailored to the average execution times are likely to incur untimely energy depletion, in the case where the task completion time approaches the worst case.

To overcome this problem, we propose exploiting the probability distribution of task execution times. The distribution could be derived from statistical models of the variation sources, online profiling, or offline profiling [10], [11]. Fig. 1(a) shows a probability distribution example of task completion times, and Fig. 1(b) shows the tail cumulative distribution of the probability shown in Fig. 1(a). When the probability at time \( t \) is denoted as \( C_t \) in Fig. 1(a), its tail cumulative probability at time \( t \) is \( 1 - \int_0^t C_x dx \) in Fig. 1(b). Henceforth, we denote this tail cumulative probability at time \( t \) as \( P_t \), where the task execution time is not affected by the operation modes. In other words, \( P_t \) is the probability that the task is still running at time \( t \). Note that \( P_{t_1} \geq P_{t_2} \) for \( t_1 < t_2 \), because the cumulative distributions of all probability functions are nondecreasing and thus their tail distributions are nonincreasing.

C. System and Task Models

Given tasks with arrival times and execution order, the designed scheduler determines the instant operation mode of devices manipulated by each task. The given tasks may run concurrently, have a precedence of execution, or have different arrival times. Their exact execution times are unknown un-der the diversity of input data or disparate user requests about them [11], [31], [32]. Based on the progressed running time, the scheduler changes the operation modes of manipulated devices that work independently from the operation modes of other devices.

In this paper, we do not consider arrivals of unexpected tasks and changing the operation mode of a dependent device that is affected by the operation modes of other devices. We also ignore the energy consumption of the dormant operation mode, where devices are deactivated, and the energy overhead required to activate and deactivate devices.

The following notations are used to denote the parameters of given tasks and available energy.

- \( O_i \): \( j \)th operation mode of the \( i \)th task.
- \( F_i(O_j) = R_{ij} \): Power consumption (energy consumption rate) of the operation mode \( O_i \).
- \( F_u(O_j) = U_{ij} \): Utility of the operation mode \( O_i \).
- \( N_i \): Number of operation modes available for the \( i \)th task.
- \( \pi_{nt} \): Transition time from \( O_{ni} \) to \( O_{n(i-1)} \).
- \( P_{ti} \): Probability that the \( i \)th task is still running at time \( t \).
- \( W_i \): Worst execution time of the \( i \)th task.
- \( E_{\text{max}} \): Available energy budget.
- \( E^i \): Energy budget allocated to the \( i \)th task among \( E_{\text{max}} \).

If \( F_r(O_{x_i}) < F_r(O_{y_j}) \) but \( F_u(O_{x_i}) \geq F_u(O_{y_j}) \) for any \( x \) and \( y \), the available operation modes of each \( i \)th task are sorted in increasing order of their energy consumption rates (or utility values) and denoted as \( O_{1i} = [F_r(O_{1i}), F_u(O_{1i})] = [R_{1i}, U_{1i}] \), \( \ldots \), \( O_{Ni} = [F_r(O_{Ni}), F_u(O_{Ni})] = [R_{Ni}, U_{Ni}] \). Time notations \( \pi_{nt} \), \( t \), and \( W_i \) denote the elapsed times from the task starting points.

In the considered system, the information about \( P_{ti} \), \( W_i \), and \( O_i \) of all tasks is given to the scheduler in advance. The value of \( E_{\text{max}} \), denoting the residual energy of a battery, is dynamically given at runtime. The considered system can change the running operation mode at any time, where the continuous time are

---

1Where the operation modes affect the task execution time but not the task computation amount; probabilistic computation amount is used instead of probabilistic execution time. For example, in DVFS operation modes, \( P_t \) is used to formulate the probability of the \( t \)th CPU computation cycle required for processing a task, where the total CPU computation cycles are fixed but the execution speed depends on the CPU clock frequency. In this paper, we exclude the operation mode that changes both the execution speed and the computation amount per unit time.

2The energy consumption of the dormant mode for the maximum duration is subtracted from the available energy budget, and energy consumptions of energy-aware operation modes are replaced with their energy differences from the dormant mode. In addition, a portion of available energy is reserved for activating and deactivating devices.
approximated with fine-grain discrete values. For convenience, we handle the fine-grain time values with natural numbers through unit conversion, e.g., 23.0000001 s → 23 000 001 μs.

D. Problem Formulation of Task Scheduling

The problem handled in this paper is to determine the instant operation mode of M tasks with probabilistic execution times, to maximize the total cumulative mean utility while sustaining the energy supply until the worst execution time with a given energy $E_{\text{max}}$. Energy consumption and output utility of a task depend only on its instant operation mode, but not on those of other tasks. The remaining issues are how to distribute the available energy to the M tasks and how to use the distributed energy as a function of t and $P_i^t$.

Let $SO_i^t$ denote the selected operation mode that will run at time t for the ith task, where $SO_i^t \in \{O_i^1, \ldots, O_i^K\}$. Then, the problem of maximizing the cumulative mean utility of a single task without energy depletion for the worst execution time can be formulated as follows:

Maximize $\int_0^{W_i} F_u(\{SO_i^t\}) \cdot P_i^t dt$

subject to $\int_0^{W_i} F_r(\{SO_i^t\}) dt \leq E_{\text{max}}$.  

(1)

The extended problem for the M tasks can be formulated as follows:

Maximize $\sum_{i=1}^{M} \int_0^{W_i} F_u(\{SO_i^t\}) \cdot P_i^t dt$

subject to $\sum_{i=1}^{M} \int_0^{W_i} F_r(\{SO_i^t\}) dt \leq E_{\text{max}}$.  

(2)

A derived solution determines $SO_i^t$ for each i and 0 ≤ t ≤ $W_i$. In other words, it determines the starting and ending times of each operation mode.

To provide at least the minimum utility $U_1$ for the worst execution time, it is necessary to give more than a lower energy bound, i.e., $E_{\text{max}} \geq \sum_{i=1}^{M} R_i^1 \cdot W_i$. Henceforth, we consider the case of $E_{\text{max}} \geq \sum_{i=1}^{M} R_i^1 \cdot W_i$ and refer to a schedule producing the maximum utility as Optimal Schedule.

III. OPTIMAL OFFLINE SCHEDULING SCHEME

In this section, we first find an Optimal Schedule of a single task and, next, exploit it to derive an Optimal Schedule of multiple tasks.

A. Optimal Schedule of a Single Task

The Optimal Schedule has the following properties, formally proved in Appendix.

**Lemma 1:** The Optimal Schedule excludes the operation mode $O_y$ such that $(U_y - U_x)/(R_y - R_x) < (U_z - U_y)/(R_z - R_y)$ for any $R_x < R_y < R_z$ and $U_x < U_y < U_z$.

**Lemma 2:** In an Optimal Schedule, $F_u(\{SO_i^t\}) \geq F_u(\{SO_t^t\})$ and $F_r(\{SO_i^t\}) \geq F_r(\{SO_t^t\})$ for any 0 < $t_1 < t_2 \leq W$.

By Lemma 1, we hereafter discard the operation modes whose utility values are not in accordance with the concave function of their energy consumption rates. Then, the utility is a concave function of the energy consumption rate, i.e., $(U_n - U_{n-1})/(R_n - R_{n-1}) \geq (U_{n+1} - U_n)/(R_{n+1} - R_n)$ for any 2 ≤ n ≤ (N − 1). By Lemma 2, we consider only the transitions from high-utility operations to low-utility operations.

**Lemma 3:** The utility of the searched schedule and compares it with the given energy $E_{\text{max}}$. If the energy consumption of the searched schedule is smaller than the given energy, it increases the value of $\pi_2$ and again searches for the time point $\pi_3$ for n ≥ 3.

**Theorem 1:** The values of $\pi_n$s in an Optimal Schedule obey the following relationship:

$$P_{\pi_x} \cdot \frac{U_x - U_{x-1}}{R_x - R_{x-1}} = P_{\pi_y} \cdot \frac{U_y - U_{y-1}}{R_y - R_{y-1}} \quad 2 \leq x < y \leq N \text{ such that } W \geq \pi_x > \pi_y > 0$$

From a fixed value $\pi_2$, we can calculate deterministic values of $\pi_3, \ldots, \pi_N$ satisfying the relationship in Theorem 1. Exhaustive searching of $\pi_3, \ldots, \pi_N$ from $\pi_2 = 1$ to $\pi_2 = W$ enables us to find the exact $\pi_n$s matching $E_{\text{max}}$. The procedure for finding $\pi_n$s works as follows. Initially, it assigns $\pi_2 = 1$ and searches for the time point $\pi_n$ such that

$$P_{\pi_n} = P_{\pi_2} \cdot \frac{U_2 - U_1}{R_2 - R_1} \cdot \frac{R_n - R_{n-1}}{U_n - U_{n-1}} \quad \text{for } 3 \leq n \leq N.$$
\( \pi_2 = W \) but the energy consumption is still smaller than the energy budget, it increases the value of \( \pi_3 \) after fixing \( \pi_2 \) to \( W \) and searches for the remaining time point \( \pi_n \) for \( n \geq 4 \). Similarly, if \( \pi_1 = W \) but the energy consumption is still smaller than the given energy, it increases the value of \( \pi_{j+1} \) instead of \( \pi_j \). This process is repeated until the energy consumption of the searched schedule is equal to \( E_{\text{max}} \).

The computational time complexity of the aforementioned procedure is \( O(N \cdot (\log_2 W)^2) \) in the average case. If the energy consumption when \( \pi_2 = W \) is smaller than \( E_{\text{max}} \), the replacement of the base value \( \pi_2 \) with \( \pi_j \) such that \( j > 2 \) is repeated at most \((N - 2)\) times until the energy consumption when \( \pi_j = W \) is larger than \( E_{\text{max}} \). With a base value of \( \pi_j \), the bisection search operation of the remaining time point \( \pi_n \) satisfying the relationship in Theorem 1 requires \( O(\log_2 W) \) steps for each \( j < n \leq N \). When the base value of \( \pi_j \) is selected in a bisectional manner,\(^3\) the selection operation of the fixed \( \pi_j \) is repeated at most \( O(\log_2 W) \) times. Then, \( O((N - 2) \cdot \log_2 W + N \cdot \log_2 W - \log_2 W = O(N \cdot (\log_2 W)^2) \).

### B. Optimal Schedule of Multiple Tasks

Given \( P_i \), \( O_i \), and \( W_i \), the exhaustive search procedure described in Section III-A can derive the maximum of \((3)\), which depends only on the distributed energy \( E_i \). If we can obtain the maximum of \((3)\) for any energy \( E_i \), the result of \((2)\) is entirely dominated by the decision on how to distribute the energy \( E_{\text{max}} \) to the \( M \) tasks. When \( \Psi_i \) denotes the maximum utility derived from \((3)\) with energy \( E_i \), \((2)\) can be reformulated as follows:

\[
\text{Maximize } \sum_{i=1}^{M} \Psi_i \text{ subject to } \sum_{i=1}^{M} E_i \leq E_{\text{max}}. \tag{4}
\]

As the allocated energy \( E_i \) increases, the utility \( \Psi_i \) increases, but the utility increment per unit energy \( \Psi_i / \partial E_i \) decreases by Lemma 3 in Appendix. In this case, we can apply the Lagrange Multiplier method [33] to obtain the solution to \((4)\). Then

\[
L(E^1, \ldots, E^N, \lambda) = \frac{M}{\sum_{i=1}^{M} \Psi_i} + \lambda \left( E_{\text{max}} - \sum_{i=1}^{M} E_i \right) = 0
\]

\[
\frac{\partial L}{\partial \lambda} = E_{\text{max}} - \sum_{i=1}^{M} E_i = 0
\]

\[
\frac{\partial L}{\partial E_k} = \frac{\Psi_k}{\partial E_k} - \lambda = 0, \quad \text{for } 1 \leq k \leq N.
\]

The aforementioned equations verify that the maximum of \((4)\) occurs when \( \sum_{i=1}^{M} E_i = E_{\text{max}} \) and the values of \( \Psi_i / \partial E_i \) for \( 1 \leq i \leq N \) are equal to the largest. In other words, \((4)\) maximizes the total utility increments gained with the allocated energy \( E^i \)'s. The maximum of \((4)\) is achieved by incrementally allocating an additional unit energy to the task providing the largest utility increment with the additional unit energy.

To provide at least the minimum utility until the worst execution time, \( R_i \cdot W_i \) is initially assigned to each \( E_i \). A numerical procedure can distribute \( (E_{\text{max}} - \sum R_i \cdot W_i) \) to the \( M \) tasks, to maximize the total utility increments obtained with the remaining energy \( (E_{\text{max}} - \sum R_i \cdot W_i) \). It calculates the utility increment of each task when allocating the remaining energy evenly to all tasks (calculating the utility increment of the additional energy \( (E_{\text{max}} - \sum R_i \cdot W_i) / M \) for each task). Next, it selects the task having the largest utility increment and actually allocates the additional energy only to the task. This process is repeated until all the remaining energy is allocated to the \( M \) tasks. The computational complexity of the numerical procedure is \( O(\log_{M/(M-1)} E_{\text{max}} \cdot \sum_{i=1}^{M} (N^i \cdot (\log_2 W_i)^2 + W_i)) \) in the average case. The operation to search for the values of \( \pi_i \)'s with an increased energy requires \( O(N^i \cdot (\log_2 W_i)^2) \) steps for each task, as explained in Section III-A. The operation to calculate the utility increment obtained with the additional energy requires \( O(W^i) \) steps for each task. The operations to search for \( \pi_i \)'s and calculate the utility increment are repeated \( O(\log_{M/(M-1)} E_{\text{max}}) \) times, where \((1 - (1/M))^n \cdot (E_{\text{max}} - \sum R_i \cdot W_i) \approx 1.

The aforementioned scheduling scheme to find an Optimal Schedule is the best for offline processing. However, when the available energy budget is dynamically given at runtime, its computational overhead is too heavy to be carried out at runtime because the worst execution time \( W^i \) is usually set to a sufficiently large value. Furthermore, it is preferable to check the residual battery energy periodically and update the solution frequently [14], [15], in order to minimize the potential loss caused by an error in measuring the residual battery energy. Overestimation of the residual energy prevents the task from completing its worst-case execution, and underestimation prevents the task from exploiting more energy resources. In the next section, therefore, we propose an online scheduling scheme that operates with acceptable runtime overhead and provides almost the maximum utility at the cost of a bounded utility decrease.

### IV. APPROXIMATE ONLINE SCHEDULING SCHEME

The proposed online scheme prepares candidate solutions at compile time and selects one of the solutions at runtime. In Section IV-A, we explain how to prepare a set of candidate solutions at compile time. In Section IV-B, we explain how to select one of the solutions prepared for each task at runtime in accordance with a dynamically given energy budget. In Section IV-C, we discuss when to update the scheduling results with a newly measured energy budget and how to accommodate the overhead required to change operation modes.

#### A. Precomputation of Candidate Solutions at Compile Time

When discrete energy values increase by a given ratio, the online method finds and stores the corresponding maximum-utility schedules for the runtime selection. The precomputed schedules are referred to as candidate solutions. To determine how many candidate solutions are prepared at compile time, we define an input value of Error Bound and denote it as \( \epsilon \). When

\(^3\) A more specific procedure for searching for the values of \( \pi_i \) in a bisectional manner is described in Section IV-A.
candidate solutions are sorted in increasing order of their energy consumptions and $e_k^i$ denotes the energy consumption of the $k$th solution for the $i$th task, the method finds an intermediate solution until
\[
\frac{e_{k+1}^i - e_k^i}{e_k^i} \leq \epsilon, \quad \text{for each } k \text{ and } i.
\]

The value $\epsilon$ of Error Bound is given by the user or system administrator, in order to set a bound on the utility difference between the candidate solution selected at runtime and the Optimal Schedule derived with the energy given at runtime.

First, the online method finds $(N+1)$ candidate solutions that inherently use different subsets of operation modes, which are shown in Fig. 3. It is easy to find the candidate solution using only the operation mode $O_1$ with the maximal energy consumption, which is $\pi_1 = W$ and $\pi_n = 0$ for $n \geq 2$ and whose energy consumption is $e_1 = R_1 \cdot W$. To find the candidate solution using only $O_2$ and $O_1$ with the maximal energy consumption, it exploits the relationship of $\pi_n$s in Theorem 1. The value of $\pi_2$ is calculated with $\pi_2 = 0$ and $P_{\pi_2} = 1$ such that
\[
P_{\pi_2} \cdot \frac{U_2 - U_1}{R_2 - R_1} = P_{\pi_3} \cdot \frac{U_3 - U_2}{R_3 - R_2} = \frac{U_3 - U_2}{R_3 - R_2}.
\]
If $\pi_3 = 0$, $O_3, \ldots, O_N$ are not used because $\pi_j \leq \pi_2$ for $j \geq 3$ by Lemma 2. The maximal energy consumption when using only $O_2$ and $O_1$ is calculated as follows:
\[
e_2 = (R_2 - R_1) \cdot T_{3,2} + R_1 \cdot W.
\]
where $T_{3,2}$ denotes the value of $\pi_2$ such that $P_{\pi_2} = (R_2 - R_1)/(U_2 - U_1) \cdot (U_3 - U_2)/(R_3 - R_2)$. Similarly, the candidate solution using the set of $O_1, O_2, \ldots, O_{n-1}$ with the maximal energy consumption for $2 \leq n \leq N$ is found as follows:
\[
P_{\pi_n} = 1 \cdot \frac{R_i - R_{j-1}}{U_j - U_{j-1}} \cdot \frac{U_n - U_{n-1}}{R_n - R_{n-1}}, \quad \text{for } 1 < j < n.
\]
Its energy consumption is
\[
e_N = \sum_{j=2}^{n} (R_j - R_{j-1}) \cdot T_{n+1,j} + R_1 \cdot W.
\]
where $T_{n+1,j}$ denotes the value of $\pi_j$ such that $P_{\pi_j} = (R_j - R_{j-1})/(U_j - U_{j-1}) \cdot (U_n - U_{n-1})/(R_n - R_{n-1})$. Particularly, the candidate solution using only $O_N$ for the worst time is found to measure the upper bound of achievable utility.

The energy consumption when using only $O_N$ for the time $W$ is $e_{N+1} = R_N \cdot W$.

These $(N+1)$ candidate solutions are found for each task. The $k$th solution for the $i$th task is denoted as $CS_k^i$. The energy consumption of $CS_k^i$ is smaller than that of $CS_{k+1}^i$ for $1 \leq k \leq N$, as shown in Fig. 3. The energy consumption of $CS_k^i$ is equivalent to the total areas of rectangles with an index no larger than $k$ in Fig. 3. In $CS_k$, such that $2 \leq k \leq N$, the starting and ending points of $O_j$ are, respectively, $T_{k+1,j-1}$ and $T_{k+1,j}$ for $1 < j < k$. The procedure to find and store these $(N+1)$ candidate solutions for each task is referred to as Coarse-grain Partitioning. The bisectional search operation to find the values of $T_{n+1,j}$ for $1 < j < N$ requires $O(N \cdot \log_2 W)$ steps for each candidate solution.

If $(e_{k+1}^i - e_k^i)/e_k^i > \epsilon$ for any $k$ after completing the Coarse-grain Partitioning procedure, the online method creates more intermediate solutions between $CS_k$ and $CS_{k+1}$. It creates an intermediate solution whose energy consumption is roughly equal to the median energy consumption of two existing adjacent solutions, $CS_k$ and $CS_{k+1}$. As a base value for creating the intermediate solution, the middle point of any two transition time points $\pi_n$s found in $CS_k$ and $CS_{k+1}$ is fixed as the transition point $\pi_h$ in the created intermediate solution. In the example of Fig. 4(a), the middle point $W/2$ of $\pi_2 = 0$ in $CS_3$ and $\pi_4 = W$ in $CS_5$ is fixed for the created intermediate solution. Based on the fixed $\pi_h$ of the intermediate solution, it searches for the $(h-2)$ transition points of the other operation modes $O_{h-1}, \ldots, O_2$, i.e.,
\[
P_{\pi_h} = \frac{R_j - R_{j-1}}{U_j - U_{j-1}} \cdot \frac{U_h - U_{h-1}}{R_h - R_{h-1}} \cdot P_{\pi_n}, \quad \text{for } 2 \leq j \leq (h-1)
\]
such as shown in Fig. 4(b). The created intermediate solution is inserted between $CS_k$ and $CS_{k+1}$. The procedure for finding an intermediate solution is called Fine-grain Partitioning. The complexity of the Fine-grain Partitioning procedure to search for at most $N$ transition times in a bisectional manner is $O(N \cdot \log_2 W)$.

To prepare the final set of candidate solutions, the online method performs the Coarse-grain Partitioning procedure once and the Fine-grain Partitioning procedure several times until $(e_{k+1}^i - e_k^i)/e_k^i \leq \epsilon$ for each $k$ and $i$. For each candidate
solution $CS_k$, the following values are calculated and stored with the values of $e_k$ and $\pi_k$, $s$, to guide the runtime decisions.

$\psi_k$ Output utility of $CS_k$.

$\phi_k$ Ratio of utility increment to additional energy from $CS_{k-1}$ to $CS_k$, i.e., $\phi_k = (\psi_k - \psi_{k-1})/(e_k - e_{k-1})$.

The computation required to find candidate solutions is carried out once at the compilation time. Its computational complexity is $O(\sum_{i=1}^{M} \log_2(1+\epsilon) R^i_{N'}/R^i_1 \cdot (N' \log_2 W^i + W^i))$. For each task, the Coarse-grain Partitioning procedure is performed once and the Fine-grain Partitioning procedure is performed $O(\log_2(1+\epsilon) R^i_{N'}/R^i_1)$ times, where $(1+\epsilon) \cdot R^i_1 \cdot W^i \approx R^i_{N'} \cdot W^i$ and $O(\log_2(1+\epsilon) R^i_{N'}/R^i_1)$ is the number of the generated candidate solutions. The computational complexities of the Coarse-grain Partitioning and the Fine-grain Partitioning procedures are $O(N' \cdot \log_{2} W^i)$. The operations to calculate $e_k$, $\psi_k$, and $\phi_k$ of each $CS_k$ require $O(N')$, $O(W^i)$, and $O(1)$ steps, respectively.

The space complexity to store candidate solutions is $O(\sum_{i=1}^{M} N' \cdot \log_2(1+\epsilon) R^i_{N'}/R^i_1)$ for all tasks, where $O(\log_2(1+\epsilon) R^i_{N'}/R^i_1)$ is the number of candidate solutions for each task and each candidate solution $CS_k$ stores the values of $e_k$, $\psi_k$, $\phi_k$, and all $\pi_k$, $s$. The space complexity to store the probability value for each discrete time is $O(\sum_{i=1}^{M} W^i)$. To reduce the space complexity, the same probability value for some period is managed with an interval element. Our method estimates the probabilistic execution time of a task from the records of its previous completion times. The previous completion times of each task are sorted in the ascending order and stored into an array or linked list. If the $k$th earliest completion time is $c_k$ among the total $A$ records of the task, the probabilistic execution time is calculated to be $P_i = (A - x - 1)/A$ for $c_{x+1} < t \leq c_x$. Then, the space complexity of storing the previous completion times into lists is $O(\sum_{i=1}^{M} A^i)$, where $A^i$ is the number of recording the previous completion times for the $i$th task. Similarly, the computational complexity $O(\sum_{i=1}^{M} \log_2(1+\epsilon) (R^i_{N'}/R^i_1) \cdot (N' \cdot \log_2 W^i + W^i))$ at the compilation time is replaced with $O(\sum_{i=1}^{M} \{\log_2(1+\epsilon)(R^i_{N'}/R^i_1) \cdot (N' \cdot \log_2 A^i + N^i + A^i)}$, because there are at most $A^i$ different values for $P^i_1$ and $(N^i + A^i)$ different values for $U^i_1$, $P^i_1$. The number $A^i$ is controllable.

### B. Selection of Precomputed Solutions at Runtime

At runtime, the online method selects one candidate solution per task with the goal of maximizing the total utility of all selected solutions, subject to the constraint that the total energy consumption of all selected solutions is no larger than the given energy budget. To achieve this goal, the method proceeds as follows. It first selects the first solution $CS_1^i$ of each task. Then, $E_i = e^i_1$ for each $i$. Next, it searches for the solution $CS^2_m$ having the largest ratio of utility increment among the next solutions $CS^2_{k\leq S}$ behind the selected solutions $CS^1_s$, i.e., $\phi^2_m = \max_{1 \leq s \leq M} \{\phi^2_s\}$. If substituting $CS^2_m$ for $CS^1_s$ does not exceed the given energy budget, $CS^2_m$ is selected for the $m$th task. Otherwise, it searches for the next largest ratio of utility increment until substituting the searched solution no longer exceeds the given energy budget. This process of substituting the next solution having the largest ratio of utility increment is repeated until any next solution exceeds the given energy budget.

The following pseudocode describes the runtime operation of the online method, called Approximate Method, where $s^i$ and $\Delta E$ denote the index of the candidate solution selected for the $i$th task and the remaining available energy, respectively. Its computational complexity at runtime is $O(\sum_{i=1}^{M} \log_2(1+\epsilon) R^i_{N'}/R^i_1)$, where $O(\sum_{i=1}^{M} \log_2(1+\epsilon) R^i_{N'}/R^i_1)$ is the number of candidate solutions.

#### Approximate Method

**Step 1** Select the first solution $CS^1_i$ of each task, i.e., $s^i \leftarrow 1$ and $E^i \leftarrow e^i_1$ for each $i$, and $\Delta E \leftarrow E_{\text{max}} - \sum_{i=1}^{M} E^i$.

**Step 2** Search for the largest ratio $\phi^m_{s^i+1}$ among all $\phi^m_{s^i+1}$. If $(e^m_{s^i+1} - e^m_{s^i}) \leq \Delta E$, select the solution $CS^m_{s^i+1}$ for the $m$th task, i.e., $\Delta E \leftarrow (\Delta E - (e^m_{s^i+1} - e^m_{s^i}))$ and $s^m \leftarrow s^m + 1$.

**Step 3** If $(e^m_{s^i+1} - e^m_{s^i}) > \Delta E$, search for the next largest $\phi^m_{s^i+1}$ until $(e^m_{s^i+1} - e^m_{s^i}) \leq \Delta E$. Select the solution $CS^m_{s^i+1}$ for the $i$th task, i.e., $\Delta E \leftarrow (\Delta E - (e^m_{s^i+1} - e^m_{s^i}))$ and $s^i \leftarrow s^i + 1$.

**Step 4** Repeat Steps 2 and 3) until $(e^m_{s^i+1} - e^m_{s^i}) > \Delta E$ for any $i$.

**Step 5** Assign the selected solutions to the task scheduling.

If there are many candidate solutions, Step 2) of the Approximate Method may be repeated many times. To reduce the runtime iterations of Step 2), we can perform Step 2) at compile time until $\sum_{i=1}^{M} E^i = \sum_{i=1}^{M} R^i_{N'} \cdot W^i$ and store the results of each iteration in a list. At runtime, the scheduler selects one result from the list, whose energy is the nearest to but no larger than $E_{\text{max}}$, in a bisecional manner, and performs only Step 3) from the selected result.

To measure the utility difference between the Approximate Method and the Optimal Schedule associated with the energy $E_{\text{max}}$, we define Error Ratio as

$$\frac{\Psi_{\text{opt}} - \Psi_{\text{app}}}{\Psi_{\text{opt}}}$$

where $\Psi_{\text{opt}}$ and $\Psi_{\text{app}}$ are the utility values of the Optimal Schedule and the Approximate Method, respectively. Theorem 2 in Appendix shows that the mean Error Ratio is smaller than the Error Bound $\epsilon$ for any $M \geq 1$. The value of Error Bound given by the user or the system administrator at compile time controls the tradeoff between the output quality and overhead of the Approximate Method. If the Error Bound is decreased, the Approximate Method provides a higher utility at the cost of larger computational overhead at compile time and larger memory overhead at runtime.

### C. Rescheduling Invocations and Overhead of Changing Operation Modes

Whenever a task completes its execution much earlier than its worst execution time, the energy assigned to the task is partially used. The remainder energy can be exploited to improve the
utility of other tasks, if some tasks are still running or have not yet started at that point. The remainder energy is unknown in advance and dynamically given at the completion point. In the online method, the scheduler updates the operation modes of the uncompleted tasks with the increased energy at runtime. In addition, in order to minimize side-effects of errors in measuring the residual battery energy [14], [15], the scheduler periodically measures the residual energy and updates the instant operation modes. When $\Lambda_{sch}$ and $D_{sch}$ denote, respectively, the extra energy and time delay required to measure the residual available energy and perform rescheduling, the scheduler invokes the Approximate Method with $(E_{\text{max}} - \Lambda_{sch})$, to update the instant operation modes of tasks after time $D_{sch}$. There is a tradeoff between the runtime overhead of rescheduling and the scheduling accuracy, which is beyond the scope of this paper.

Let us consider the overhead of changing the running operation mode. The extra energy and the time delay required to change the operation mode $O_n$ with $O_{n-1}$ are denoted as $\Lambda_{n,n-1}$ and $D_{n,n-1}$, respectively. In the candidate solution of the Approximate Method where $O_n, \ldots, O_1$ are used, its energy consumption $e_k$ is replaced with $\hat{e}_k = (e_k + \sum_{j=2}^{\pi} \Lambda_{j,j-1})$. The operation modes selected with consideration of the energy overhead might differ from those selected without the energy overhead. When the $n$th candidate solution generated by the Coarse-grain Partitioning procedure uses $O_n, \ldots, O_1$ with energy consumption $e_n$, assigning the energy $\Lambda_{n+1,n}$ for the additional execution of $O_{2}, \ldots, O_n$ provides more utility than wasting the energy to replace $O_{n+1}$ with $O_n$. If $(e_n + \sum_{j=2}^{\pi} \Lambda_{j,j-1}) < E^* \ (or \ E_{\text{max}}) \leq (e_n + \sum_{j=2}^{\pi} \Lambda_{j,j-1})$, the operation modes selected with the energy overhead are $O_{1}, \ldots, O_n$, whereas those without the energy overhead are $O_{1}, \ldots, O_{n+1}$. The values of $\pi_n, \ldots, \pi_2$ are increased until matching the replaced energy $e_n = (e_n + \sum_{j=2}^{\pi} \Lambda_{j,j-1})$, instead of $e_n$.

The time delay $D_{n,n-1}$ affects the scheduling results, only when the utility values of operation modes correspond to the processing speed. In this case, the output utility $\psi_k$ when using $O_n, \ldots, O_1$ is replaced with $\psi_k = (\psi_k - \sum_{j=2}^{\pi} c_{\text{u}} \cdot D_{j,j-1})$ where $c_{\text{u}}$ is a utility coefficient of delay. The utility $\hat{\psi}_k$ of a candidate solution using $O_n, \ldots, O_1$ might be smaller than the utility when using $O_{n-1}, \ldots, O_1$ with the same energy budget, due to the utility loss $c_{\text{u}} \cdot D_{n+1,n}$ wasted when changing $O_{n+1}$ with $O_n$. Then, the selected operation modes $O_n, \ldots, O_1$ of the candidate solution are replaced with $O_{n-1}, \ldots, O_1$, and the running times of $O_{n-1}, \ldots, O_1$ increase.

V. PERFORMANCE EVALUATION

The Approximate Method is compared with the previous method [14], [15]. The previous method assigns the same operation mode to the whole processing parts regardless of their execution probability, while the Approximate Method assigns a higher utility mode to the processing parts being executed with a higher probability. For the evaluation metric, we define Utility Increment as

$$\frac{CU_o - CU_p}{CU_p} \times 100$$

where $CU_o$ and $CU_p$ are the cumulative utility provided by our method and the previous method, respectively. This is the ratio of the additional utility created by our method to the output utility of the previous method. We also define Feasible Energy as

$$\frac{E_{\text{max}} - E_l}{E_h - E_l}$$

where $E_l(=\sum_{m=1}^{M} R^{m}_1 \cdot W^m)$ and $E_h(=\sum_{m=1}^{M} R^{m}_N \cdot W^m)$ are the minimum energy required to execute all tasks for the worst-case time in the lowest and highest operation mode, respectively. When the number of tasks or the energy difference between $O_1$ and $O_N$ is large, the majority of full battery energy belongs to the range $[E_l, E_h]$ because the worst execution time is usually set to a sufficiently large value. Here, we do not consider the overhead required to change operation modes, because the previous study [14] showed that the overhead is negligible.

A. Models of Operation Modes and Varying Execution Times

To model a set of energy-aware operation modes, we draw the data from the operation modes of the MPEG-4 FGS streaming [2] and the Pioneer 3DX robot [9]. The video quality of the MPEG streaming in the optimized communication and the straight moving speed of the robot without load are used for their corresponding utility. Fig. 5 shows the relationship between their utility values and their energy consumption rates. Their utility values are almost linearly proportional to the energy consumption rates of the 802.11b WLAN card and the robot’s motors as follows, respectively.

1) Energy rate of WLAN card (in millijoules per second) = $0.35 \times \text{Peak Signal-to-Noise Ratio (PSNR)}$ of MPEG streaming (in decibels).
2) Energy rate of robot’s motors (in millijoules per second) = $7.4 \times \text{Moving Speed}$ (millimeters per second) + 290.

It is clear that the upper bound of Utility Increment is $(U_N - U_1)/U_1$. To avoid implicit side-effects of a low upper bound of Utility Increment, we select three data from the measured six data of the MPEG streaming and generate two data on the basis of the aforementioned linear increment, as shown in Fig. 5(a), while we simply select four data from the measured 16 data of the robot, as shown in Fig. 5(b).

To examine the impact of different distributions of task execution times, we use the data obtained from both real-life multimedia tasks and synthetically generated tasks. The execution times of multimedia tasks are drawn from the running time distribution of two sets of YouTube video clips (10K clips per set) [34] shown in Fig. 6(a), and the playing time distribution of
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Fig. 6. Probability distribution of (a) the running times of YouTube clips and (b) the playing times of Major League Baseball games.

Fig. 7. Cumulative utility in (a) YouTube clips and (b) baseball games.

2006 and 2007 New York Yankees baseball games [35] shown in Fig. 6(b). The longest running time of the clips in set 1, 3580 s, is used for the worst time. In the case of baseball games, the longest playing time in 2006 is 330 min.

The execution times of synthetic tasks are generated between 1 and 1000 with normal, exponential, and uniform distributions. The worst execution time of all synthetic tasks is set to 1000. Those exceeding the worst time are truncated from the worst time. The mean value of the three distributions is initially given as 50% of the worst time. The standard deviation of the normal distribution is given as 10% of the mean value. In the performance evaluation, we run 1 000 000 synthetic tasks to obtain the steady mean utility of tasks having widely varying execution times, and display their averages.

B. Results of a Single Multimedia Task

Fig. 7 shows the total utility of the multimedia tasks, i.e., cumulative PSNR obtained for the whole MPEG-4 streaming session, with the five operation modes in Fig. 5(a). In the Approximate Method, the Error Bound $\epsilon$ is given as 0.05 (5%). Fig. 7(a) and (b) shows the averages of the cumulative PSNR in 10 000 runs for the clips of set 2, and in 162 runs for the 2007 baseball games, respectively. The cumulative utility of the Approximate Method in Fig. 7(a) increases more rapidly, compared with that in Fig. 7(b). This is mainly due to the relatively smaller mean of Fig. 6(a), where the Approximate Method executes earlier processing parts with a higher utility operation mode. In contrast, the increase patterns of the previous method in Fig. 7(a) and (b) are almost identical.

Fig. 8 shows Utility Increment of the Approximate Method and the difference from Utility Increment of the Optimal Schedule, denoted as “Error.” The Approximate Method provides the largest Utility Increment 149% when “Feasible Energy” $\geq 20\%$ in Fig. 8(a), and 68% when “Feasible Energy” “Feasible Energy” $= 45\%$ in Fig. 8(b). Utility Increments in Fig. 8(a) are relatively larger than those in Fig. 8(b). When the mean of probabilistic execution time is smaller, the Approximate Method achieves better Utility Increment because it assigns a higher utility operation to the front processing parts and a lower utility operation to the rear processing parts than the previous method. In this figure, the Error values are smaller than 5% of Utility Increments in all cases. The Error value becomes almost zero when “Feasible Energy” $\geq 20\%$ in Fig. 8(a) and when “Feasible Energy” $\geq 65\%$ in Fig. 8(b). This is because the output utility approaches the upper bound of achievable utility when “Feasible Energy” $\geq 20\%$ in Fig. 7(a), due to its relatively smaller mean execution time. The output utility approaches the upper bound when “Feasible Energy” $\geq 65\%$ in Fig. 7(b), due to its relatively larger mean execution time.

Table I shows the number of candidate solutions prepared by the Approximate Method at compile time, when $\epsilon = 3\%$, $\epsilon = 5\%$, $\epsilon = 10\%$, $\epsilon = 20\%$, and $\epsilon = 30\%$. As Error Bound decreases, the number of candidate solutions increases. The number of solutions for YouTube clips is relatively larger than that for baseball games. The number of solutions using all five operation modes for YouTube clips is much larger than that for baseball games, while the number of solutions using four or fewer operation modes for YouTube clips is equal to or slightly smaller than that for baseball games. This is because the energy difference between the two adjacent solutions $CS_5$ and $CS_6$ generated by the Coarse-grain Partitioning procedure for YouTube clips is larger than that for baseball games. The energy consumption of $CS_5$ for YouTube clips is about 7% of Feasible Energy, while that for baseball games is about 24% of Feasible Energy. The energy consumption of $CS_6$ is 100% of Feasible Energy in both cases.

To explore the effect of different utility settings, we vary the number of available operation modes. Fig. 9(a) and (b) shows the results of the YouTube clips when using six operation modes with an additional operation mode $O_6 = [R_5 = 502, U_6 = 150]$ and when using four operation modes without $O_5$, respectively. Comparing these results with those of Fig. 8(a) confirms that the proposed method achieves better Utility Increment when the largest utility difference between available operation modes, i.e., $U_N/U_1$, increases. This is because the Approximate Method assigns the highest utility mode to the front processing parts and the lowest utility mode to the rear processing parts. The best values of Utility Increment in
In this section, we examine the performance when two tasks are running concurrently. The first task is executed over the five operation modes of Fig. 5(a) and the second task is executed over the four operation modes of Fig. 5(b). The tasks are generated with a normal, exponential, or uniform distribution. When one task completes its execution earlier than the other task, the remaining energy of the completed task is utilized for higher utility operation of the other task from the completion point. Because the previous method [14], [15] has no mechanism for distributing available energy to multiple tasks, we manually distribute the available energy to the two tasks in implementation of the previous method. Recall that the Approximate Method systematically determines the distribution ratio of the available energy. The output utility of the Approximate Method is identical for a given amount of available energy, while that of the previous method changes according to the decision about how to distribute the available energy to the two tasks.

Fig. 11 shows the total Utility Increment of the two tasks, where “Partition Ratio” denotes the ratio of the energy amount used by the first task to the total energy in the previous method. The first task is generated with a normal distribution in Fig. 11(a) and an exponential distribution in Fig. 11(b). The second task is generated with a uniform distribution in both Fig. 11(a) and (b). Their mean execution times are the half of their worst execution times. The execution times used to calculate $P_t$ are generated with the same distribution for each task. It is interesting that the best case of Partition Ratio in the previous method changes according to the Feasible Energy. This is because available operation modes are discrete and have different ratios of their utility values to their energy consumptions. In this experiment, the Error Bound of the Approximate Method is given as $5\%$ and the Error Ratio is smaller than $5\%$ in all cases.

Fig. 12 shows the results when the two tasks have various mean execution times, denoted as the ratio of the worst execution time to the Feasible Energy. This is because available operation modes are discrete and have different ratios of their utility values to their energy consumptions. In this experiment, the Error Bound of the Approximate Method is given as $5\%$ and the Error Ratio is smaller than $5\%$ in all cases.

Fig. 12 shows the results when the two tasks have various mean execution times, denoted as the ratio of the worst execution time to the Feasible Energy. This is because available operation modes are discrete and have different ratios of their utility values to their energy consumptions. In this experiment, the Error Bound of the Approximate Method is given as $5\%$ and the Error Ratio is smaller than $5\%$ in all cases.
time is smaller, because it assigns a higher utility operation to the front processing parts and a lower utility operation to the rear processing parts than the previous method. When Feasible Energy = 70% or 90%, the benefit of the Approximate Method is diminished because the previous method also assigns a higher utility operation if there is more available energy.

To examine the robustness of the Approximate Method with respect to inaccurate estimation of the probabilistic execution time, we fix the mean execution time of past tasks to 50% of the worst time and vary the mean execution time of running tasks in Fig. 12(b). Comparing the results of Fig. 12(a) with those of Fig. 12(b), the difference of their Utility Increments increases as the difference of their means increases. The Approximate Method achieves a larger utility when it is constructed with a more exact probabilistic execution time. When the mean execution time of running tasks is smaller than 50% and Feasible Energy is equal to 70% or 90%, Utility Increments in Fig. 12(a) and (b) are almost the same. If there is large amount of available energy, the front processing parts are rarely sensitive to the accuracy of probabilistic execution time, because the Approximate Method always assigns the highest utility operation mode to the front parts when there is large amount of energy.

Some studies [14]–[17] have utilized a probability distribution of task execution times for the minimal energy consumption of CPU processing in the DVFS framework. These methods might be applicable to the problem tackled in this paper with some modifications: replacing the deadline constraint with the energy constraint, and replacing the energy minimization of CPU with the utility maximization of a task. However, these methods suffer from four drawbacks: infinitely continuous operation modes [10], [11], [18], [21], an enforced relationship between the execution speed and energy consumption of operation modes [10], [11], [18], [21], consideration of only a single task [10], [11], [18]–[20], and heavy computational overhead [19], [20]. Contrarily, our online method yields a near optimal and adjustable solution for multiple tasks with little runtime overhead over finitely discrete operation modes providing different utilities per unit energy consumption.

Finally, our previous work [32] maximizes the cumulative mean utility of a single task over continuous operation modes with an enforced relationship between utility $U$ and energy consumption rate $R$, i.e., $U = (R^\alpha$ for any $0 < R$ and $0 < \alpha$.

**VI. RELATED WORK**

Some studies [14]–[17] have considered the performance degradation as a means to maintain the battery operation for a specified critical duration. Graceful degradation [14], [15], [17] or stopping unimportant tasks [16] when the available energy is low can allow critical tasks to run for the specified duration. Lee et al. [36], [37] addressed the problem of maximizing the output utilities of multiple tasks executed under resource constraints, where a utility consists of multidimensional values. They showed that this problem is NP-hard, and proposed polynomial-time iterative algorithms to find a suboptimal solution. Recent studies [38], [39] addressed the problem of maximizing the output utility of a real-time task while satisfying energy and real-time constraints. Unfortunately, however, all of these studies only considered the energy management of tasks with their fixed execution time, i.e., the worst execution time, without considering a wide range of task execution times. Moreover, the proportion of energy distributed to multiple tasks is determined manually, due to the absence of a systematic distribution mechanism of available energy.

More recent studies [40], [41] addressed a similar approach that maximizes the output utility of extra computation obtained by dynamically exploiting the slack energy resulting from the variation of execution times. This method uses the slack energy of preceding tasks, completed earlier than their schedules, for additional computation of succeeding tasks over infinitely continuous operation modes. Our approach contrasts with the work in two aspects: it can work during the execution of concurrent tasks, and it considers discrete operation modes more realistically. The study for imprecise computation model [42] differs from this paper, in that it dynamically exploits reclaimed resources, left after simply completing all mandatory tasks, for optional tasks, whereas our method stochastically exploits given resources only for mandatory tasks.

Some studies of real-time scheduling [10], [11], [18]–[21] have utilized a probability distribution of task execution times for the minimal energy consumption of CPU processing in the DVFS framework. These methods might be applicable to the problem tackled in this paper with some modifications: replacing the deadline constraint with the energy constraint, and replacing the energy minimization of CPU with the utility maximization of a task. However, these methods suffer from four drawbacks: infinitely continuous operation modes [10], [11], [18], [21], an enforced relationship between the execution speed and energy consumption of operation modes [10], [11], [18], [21], consideration of only a single task [10], [11], [18]–[20], and heavy computational overhead [19], [20]. Contrarily, our online method yields a near optimal and adjustable solution for multiple tasks with little runtime overhead over finitely discrete operation modes providing different utilities per unit energy consumption.

Finally, our previous work [32] maximizes the cumulative mean utility of a single task over continuous operation modes with an enforced relationship between utility $U$ and energy consumption rate $R$, i.e., $U = (R^\alpha$ for any $0 < R$ and $0 < \alpha$.

**VII. CONCLUSION**

For mobile wireless systems relying on limited energy budgets, we propose an optimal offline scheduling scheme which stochastically maximizes the cumulative utility of multiple tasks with probabilistic execution times. In order to diminish the heavy computational overhead of the optimal offline scheme, we also propose an approximate online scheme which operates with little runtime overhead and provides almost the maximum utility. Extensive evaluation shows that the utility values of the optimal offline scheme and the approximate online scheme are very similar in most cases, and the online scheme provides much higher utility than the previous methods. The proposed schemes can be applied to other problems that need to maximize the cumulative utility of multiple tasks with probabilistic execution times subject to a single resource constraint.

An example problem is maximization of the cumulative communication quality of a voice call with a limited prepayment deposit, where the charge per unit time depends on the communication quality and voice calls have a wide range of communication times. In future work, we will investigate the scheduling scheme that changes the operation modes of dependent devices affected by the operation modes of other devices.

**APPENDIX**

**Lemma 1:** The Optimal Schedule excludes the operation mode $O_y$ such that $(U_y - U_x)/(R_x - R_y) < (U_x - U_y)/(R_z - R_y)$ for any $R_z < R_y < R_x$ and $(U_z < U_y < U_x)$.

**Proof:** Let us assume that the Optimal Schedule uses the operation mode $O_y$ from time $t_1$ to time $t_2$ for any $0 \leq t_1 < t_2 \leq W$. When $\tau = (t_1 + ((R_y - R_z)/(R_z - R_y))))$ such that $t_1 < \tau < t_2$, we can generate another schedule by replacing $O_y$ with $O_z$ from time $t_1$ to time $\tau$ and replacing $O_y$ with $O_z$ from time $\tau$ to time $t_2$. Then

$$(t_2 - t_1) \cdot R_y = (\tau - t_1) \cdot R_z + (t_2 - \tau) \cdot R_z$$
which means that the generated schedule consumes the same amount of energy with the Optimal Schedule. If \((U_y - U_x)/(R_y - R_x) < (U_z - U_y)/(R_z - R_y)\), then

\[(\tau - t_1) \cdot U_y + (t_2 - \tau) \cdot U_y < (\tau - t_1) \cdot U_z + (t_2 - \tau) \cdot U_z\]

and thus

\[
\int_{t_1}^{\tau} U_y \cdot P_i dt + \int_{t_1}^{t_2} U_y \cdot P_i dt < \int_{t_1}^{\tau} U_z \cdot P_i dt + \int_{t_1}^{t_2} U_z \cdot P_i dt
\]

where \(P_{t_1} \geq P_{t_2}\) for \(t_1 < t_2\), i.e., the generated schedule provides more utility than the Optimal Schedule. This is a contradiction on the definition of the Optimal Schedule. Hence, the Optimal Schedule excludes the operation mode \(O_y\). \(\blacksquare\)

**Lemma 2:** In an Optimal Schedule, \(F_u(SO_{t_1}) \geq F_u(SO_{t_2})\) and \(F_r(SO_{t_1}) \geq F_r(SO_{t_2})\) for any \(0 < t_1 < t_2 \leq W\).

**Proof:** When \(O_x = SO_{t_1}\) and \(O_y = SO_{t_2}\) for any \(0 < t_1 < t_2 \leq W\), let us assume that \(R_x < R_y\) and \(U_x < U_y\) in the Optimal Schedule. We can generate another schedule to assign \(O_x\) to the time \(t_2\) and \(O_y\) to the time \(t_1\). By the definition of \(P_{t_1}\) in Section II-B, \(P_{t_1} \geq P_{t_2}\) for \(t_1 < t_2\). If \(P_{t_1} > P_{t_2}\), the generated schedule provides more utility than the assumed Optimal Schedule with the same energy consumption. This is a contradiction on the definition of the Optimal Schedule. If \(P_{t_1} = P_{t_2}\), the generated schedule is another Optimal Schedule because it provides the same utility and consumes the same energy with the assumed Optimal Schedule. Hence, \(F_u(SO_{t_1}) \geq F_u(SO_{t_2})\) and \(F_r(SO_{t_1}) \geq F_r(SO_{t_2})\) for any \(0 < t_1 < t_2 \leq W\) in an Optimal Schedule. \(\blacksquare\)

**Theorem 1:** The values of \(\pi_n\) in an Optimal Schedule obey the following relationship:

\[
P_{\pi_n} \cdot \frac{U_x - U_{x-1}}{R_x - R_{x-1}} = P_{\pi_y} \cdot \frac{U_y - U_{y-1}}{R_y - R_{y-1}}
\]

for \(2 \leq x < y \leq N\) such that \(W \geq \pi_x > \pi_y > 0\).

**Proof:** Let us apply the Lagrange Multiplier Method [33] to (3) in Section III-A. When

\[
L(\pi_N, \ldots, \pi_2, \lambda) = \sum_{n=2}^{N} (U_n - U_{n-1}) \cdot \int_{0}^{\pi_n} P_i dt + U_1 \cdot \int_{0}^{\pi_n} P_i dt + \lambda \left\{ E_{\text{max}} - \left( \sum_{n=2}^{N} (R_n - R_{n-1}) \cdot \pi_n + R_1 \cdot W \right) \right\}
\]

\[
\frac{\partial L}{\partial \lambda} = E_{\text{max}} - \left( \sum_{n=2}^{N} (R_n - R_{n-1}) \cdot \pi_n + R_1 \cdot W \right) = 0
\]

\[
\frac{\partial L}{\partial \pi_n} = \frac{U_n - U_{n-1}}{\partial \pi_n} \cdot \int_{0}^{\pi_n} P_i dt - \lambda \cdot (R_n - R_{n-1}) = 0 \quad \text{for} \quad 2 \leq n \leq N.
\]

Then

\[
\int_{0}^{\pi_n} P_i dt = P_{\pi_N} = \lambda \cdot \frac{R_n - R_{n-1}}{U_n - U_{n-1}}, \quad \text{for} \quad 2 \leq n \leq N
\]

and thus the value of \(P_{\pi_N}\) is strictly proportional to the value of \((R_n - R_{n-1})(U_n - U_{n-1})\). Hence, \(P_{\pi_{n+1}} \cdot (U_y - U_{y-1})/(R_y - R_{y-1}) = P_{\pi_{n-1}} \cdot (U_x - U_{x-1})/(R_x - R_{x-1})\) for any \(2 \leq x < y \leq N\).

**Lemma 3:** The utility of the Optimal Schedule constructs a concavely increasing function with the input of \(E_{\text{max}}\).

**Proof:** The transition time \(\pi_n\) of \(O_n\) increases with increasing \(E_{\text{max}}\), because \(P_{\pi_n} \cdot (U_n - U_{n-1})/(R_n - R_{n-1}) = P_{\pi_n} \cdot (U_n - U_{n-1})/(R_n - R_{n-1})\) for each \(n\) by Theorem 1 and \(E_{\text{max}} = (\sum_{n=2}^{N} (R_n - R_{n-1}) \cdot \pi_n + R_1 \cdot W)\). Let \(\pi_{n_1}^b\) and \(\pi_{n_1}^a\) denote the transition times of \(O_n\) in the Optimal Schedule when using the energy of \(E_{\text{max}}\) and the energy of \((E_{\text{max}} + \Delta E)\) for arbitrary \(\Delta E > 0\), respectively. The utility increment gained with the additional energy \(\Delta E\) in the Optimal Schedule is

\[
\sum_{n=2}^{N} (U_n - U_{n-1}) \cdot \int_{\pi_n^a}^{\pi_n^b} P_i dt
\]

where \(\Delta E = \sum_{n=2}^{N} (R_n - R_{n-1}) \cdot (\pi_{n_1}^b - \pi_{n_1}^a)\). Because \(P_{\pi_n} \geq P_{\pi_{n+1}}\) for \(t_1 < t_2\) and the value of \(\pi_n\) increases with increasing \(E_{\text{max}}\) for each \(n\), the value ratio of \(\int_{\pi_n^a}^{\pi_n^b} P_i dt\) to \((\pi_{n_1}^b - \pi_{n_1}^a)\) decreases with increasing \(E_{\text{max}}\) for each \(n\). Accordingly, the value ratio of (5) to \(\Delta E\) decreases with increasing \(E_{\text{max}}\). This means that the utility of the Optimal Schedule constructs a concavely increasing function with the input of \(E_{\text{max}}\).

**Lemma 4:** When \(M = 1\), the mean Error Ratio is smaller than the Error Bound.

**Proof:** When \(e_k \leq E_{\text{max}} < e_{k+1}\), the Approximate Method provides the utility of \(\Psi_{\text{app}} = \psi_k\) and the Optimal Schedule provides the utility of \(\Psi_{\text{opt}} = \psi_k\) such that \(\psi_k \leq \Psi_{\text{opt}} < \psi_{k+1}\). Then

\[
\frac{\Psi_{\text{opt}} - \Psi_{\text{app}}}{\Psi_{\text{opt}}} < \frac{\psi_{k+1} - \psi_k}{\psi_k} < \frac{\psi_{k+1} - \psi_k}{\psi_k}.
\]

Because the value of \(\psi_k\) constructs a concavely increasing function with the input of \(e_k\) by Lemma 3, \(\psi_k/e_k \geq \psi_{k+1}/e_{k+1}\) and thus \(\psi_k/\psi_{k+1} \geq e_{k+1}/e_{k+1}\). Then

\[
\frac{\psi_{k+1} - \psi_k}{\psi_k} \leq \frac{e_{k+1}}{e_k} \leq \epsilon.
\]

Hence, the mean Error Ratio \((\Psi_{\text{opt}} - \Psi_{\text{app}})/\Psi_{\text{opt}}\) is smaller than the Error Bound \(\epsilon\).

**Theorem 2:** The mean Error Ratio is smaller than the Error Bound for any \(M \geq 1\).

**Proof:** Lemma 4 shows that the mean Error Ratio of the Approximate Method is smaller than \(\epsilon\) when \(M = 1\). Consider the case when \(M \geq 2\). We use the following notations for simplicity.

\(E_{\text{opt}}^i\) and \(E_{\text{app}}^i\) Values of \(E^i\) assigned to the \(i\)th task by the Optimal Schedule and the Approximate Method, respectively.
Ψ\text{app}^i \text{ and } Ψ\text{opt}^i \text{ Utility values gained from the } i\text{th task in the Optimal Schedule and the Approximate Method, respectively.}

\begin{align*}
\omega_{s,1,1}^i & = \text{utility value of } Ψ\text{app}^i \text{ with regard to the value of } E_{s,1}^i \text{ when the Approximate Method finally selects the } s\text{th solution precomputed for the } i\text{th task.}
\end{align*}

\begin{align*}
\omega_{s,1}^i & = \text{Instant derivative of } Ψ\text{opt}^i \text{ with regard to the value of } E_{s,1}^i \text{ when the Approximate Method finally selects the } s\text{th solution precomputed for the } i\text{th task.}
\end{align*}

Then, \( E_{\text{max}} = \sum_{i=1}^{M} E_{s,1}^i \text{, } E_{\text{max}} \geq \sum_{i=1}^{M} E_{\text{app},1}^i \text{, } Ψ_{\text{opt}} = \sum_{i=1}^{M} Ψ_{\text{opt}}^i \text{, and } Ψ = \sum_{i=1}^{M} Ψ_{\text{app}}^i \text{. In addition, } E_{\text{opt}} \geq E_{\text{app}}^i \text{ for each } i \text{, because the Optimal Schedule assigns additional energy to the task having the highest derivative until } E_{\text{max}} = \sum_{i=1}^{M} E_{s,1}^i \text{.}

Lemma 3 shows that \( Ψ_{\text{app}}^i \text{ decreases as } E_{\text{app}}^i \text{ increases for each } i \text{. Then, } Ψ_{\text{app},1}^i \geq Ψ_{\text{app},i+1}^i \geq Ψ_{\text{app},s+1}^i \text{ for each } i \text{ where } s^i_1 \text{ denotes the index of the precomputed solution finally selected by the Approximate Method for the } i\text{th task. When } Ψ_{\text{app}}^i \text{ denotes the output utility of the } i\text{th solution precomputed for the } i\text{th task against the energy increment (as described in Section IV-A)}

\begin{align*}
\omega_{s,1}^i & = \max_{1 \leq j \leq M} \left\{ \phi_{s,1}^j \right\} \geq \max_{1 \leq j \leq M} \left\{ Ψ_{\text{app},s+1}^j \right\} \text{, for each } i \text{.}
\end{align*}

When Ψ\text{app}^i \text{ denotes the output utility of the } i\text{th solution precomputed for the } i\text{th task (as described in Section IV-A)}

\begin{align*}
Ψ_{\text{opt}}^i < Ψ_{\text{app},s+1}^i \text{ and } (Ψ_{\text{opt}} - Ψ_{\text{app}}) < \sum_{i=1}^{M} \left( Ψ_{\text{app},s+1}^i - Ψ_{\text{app}}^i \right).
\end{align*}

Then

\begin{align*}
\frac{Ψ_{\text{opt}} - Ψ_{\text{app}}}{Ψ_{\text{opt}}} & < \frac{Ψ_{\text{opt}} - Ψ_{\text{app}}}{Ψ_{\text{app}}} < \frac{\sum_{i=1}^{M} (Ψ_{\text{opt}}^i - Ψ_{\text{app}}^i)}{\sum_{i=1}^{M} Ψ_{\text{app}}^i}.
\end{align*}

Because \( (Ψ_{\text{app},s+1}^i - Ψ_{\text{app}}^i)/Ψ_{\text{app}}^i \leq ε \text{ by (6) in Lemma 4}

\begin{align*}
\frac{\sum_{i=1}^{M} (Ψ_{\text{opt}}^i - Ψ_{\text{app}}^i)}{\sum_{i=1}^{M} Ψ_{\text{app}}^i} \leq ε.
\end{align*}

Consequently, \( (Ψ_{\text{opt}} - Ψ_{\text{app}})/Ψ_{\text{opt}} < ε \text{ for any } M \geq 1. □

Fig. 13. Relationship among the values of \( ω_{s,1,1}^i, \phi_{s,1}^i, \) and \( ω_{s+1}^i \).
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